Regulation and Information Security

Can Y2K Lessons Help Us?

Regulation. The mention of the word often sends shivers down the spines of business executives and IT professionals. Yet, a recent rash of crippling worms and viruses, coupled with the continued threat of a serious cyber attack on our information infrastructure, has once again elevated the notion of federal mandated security regulation to the forefront. Will regulation solve this problem? What has regulation done to help in the past? Why are technologists wary of regulation? These are some of the questions I’ll explore in this issue’s installment.

Department of Homeland Security (DHS) Secretary Tom Ridge and Securities and Exchange Commission (SEC) Chairman William Donaldson met recently to discuss the possibility of requiring that SEC filings include information on corporate security “efforts” (www.epromag.com/eparchive/index.cfm?fuseaction=viewarticle&ContentID=4238&websiteid=): “I think we need to talk about some kind of public disclosure, what are you doing about your security, physical and cyber security. Tell your shareholders, tell your employees, tell your communities within which you operate.” —Department of Homeland Security Secretary Tom Ridge

Congressman Adam Putnam (R-Fla.) drafted but never submitted legislation that would require all publicly traded companies to annually assess information security and report the results. Under this legislation, public companies would be required to “assess the risk and magnitude of the harm that could result from the unauthorized access, use, disclosure, disruption, modification, or destruction of such information or information systems,” and to “determine the levels of information security appropriate to protect such information and information systems.”

Instead of proceeding with this legislation, Putnam formed the Corporate Information Security Working Group (CISWG), which has members from the corporate, trade association, and academic arenas. CISWG will work to develop a private-sector-driven approach to securing the nation’s information and infrastructure. Putnam had this to say about his efforts (www.house.gov/putnam/pressreleases/cswg.doc): “I have visited a variety of companies, and have determined that the matter of information security continues to be viewed, in many cases, as a technology issue, rather than a management and governance issue in the context of sound business practices. It’s critical that we elevate network security to senior management and boardrooms in the private sector.” —Congressman Adam Putnam

History tells us that some sort of government intervention or regulation is almost a certainty for the information-security industry. Whether we justify such action on product safety (automotive, electrical appliances, and nuclear reactors areas, for example) or on national economic stability (public company disclosure, Y2K remediation disclosure, and so on), items of national importance often become regulated. I believe that given the economic risks associated with a concerted cybersecurity attack on the United States, some form of regulation will be thrust upon our profession in the next several years.

But regardless of what is likely to happen, questions remain: Is regulation good for information security? Good for the US? Can we do it in a way that will have an actual impact on security? What forms of regulation make sense? What criteria for being secure is sufficient? Where can we get answers?

Regulation pros and cons

Security experts have mixed opin-
ions about whether regulation has a positive impact on our profession and on information security in general.

**Regulation pros**

Here are some reasons in favor of regulation.

*Improved security.* We can debate how much improvement regulation actually can provide and the extent to which improvement will unfold over time. However, it’s common knowledge that regulation improves quality and security because it forces those who don’t do anything to at least do something. The question is how much? The reason is simple—many companies have little information-security protection beyond a firewall and antivirus software. There is so much room for improvement that we’re likely to achieve it even if we do a bare minimum.

*Positive economic impact.* If we can demonstrate that security regulation adequately addresses security concerns, publicly disclosing this information would provide comfort and confidence to consumers, corporate investors, and the federal government. In any case, there is no reason we shouldn’t crow about progress (as long as we’re making it).

*More sophisticated security awareness.* Regulation makes any topic a board-and executive management-level issue. There is little question that getting corporate management and boards of directors to understand information-security’s risks and rewards will elevate security professionals in the eyes of the corporation. Over the last few years, they have become more important and more valuable, moving from operational to more strategic roles. The chief security officer position will continue to gain importance and regulation will only accelerate the process.

**Regulation cons**

On the other side, there are minuses to consider.

*Cost.* Regulation costs money: corporate dollars to stay in compliance and tax dollars to audit and regulate the compliance. For example, 48 percent of public companies say they will spend more than US$500,000 per year complying with the new Sarbanes-Oxley Act (CFO magazine; www.cfo.com/article/1,5309,10546|1,00.html). Such expenditures affect return-on-investment (ROI) and other bottom-line results.

*How much is enough?* Security professionals disagree about what level of rigor and detail makes sense for information-system security regulation. If all we need are network-centric system-level assessments, how much precision do we gain when most of today’s attacks are the result of software security risk? Why regulate security and not software, which often comes with no manufacturer’s warranty?

*Disagreements about metrics.* Currently, security experts disagree over security metrics. Simply put, we don’t know what to measure and how much of whatever we need to measure is sufficient to call a system secure. Security is a process, not a product, and there are always things that we can improve. How do we set the passing-grade bar high enough to produce reasonable confidence but low enough to be affordable? What is security’s ROI?

*The lack of definable boundaries.* Cybersecurity is an international issue. Today’s networks do not have physical boundaries. In fact, the Internet is available in countries even while they are at war. All of this makes implementing regulations to protect our homeland a difficult proposition. Any competent security professional will tell you that secure components can integrate in insecure ways. How can we secure anything connected to the Internet? Much of it is outside the US government’s purview.

These pros and cons raise some seriously thorny issues. The strong points on both sides of the issue exacerbate the problem of arriving at an informed opinion. So, what is a thinking security person to do?

One worthwhile exercise involves studying how the Year 2000 Problem was handled from a regulatory perspective. Y2K makes a reasonable case study because it’s probably the closest example we have to the problem at hand. Perhaps, by understanding how a set of very similar pros and cons played out in a related area, we can learn some lessons and apply them to our problem.

**The Y2K bug: a regulatory case study**

Many computer professionals were well aware of the impending Y2K Problem by the mid-1990s, but few corporations were working actively on it. We’re in a somewhat similar position now. Many technologists understand the security problem’s implications, but most nontechnologists have only the vaguest understanding. In 1997, the US Subcommittee on Financial Services and Technology of the Senate Committee on Banking, Housing, and Urban Affairs called on the Securities and Exchange Commission (SEC) to address public companies’ Y2K disclosure obligations. Brian Lane, director of the SEC’s Division of Corporate Finance, testified that under current law, investment companies and advisors must disclose any Y2K problems that could not be corrected by 1 January 2000 and would materially affect the company’s or advisors’ abilities to fulfill their contractual obligations.

The SEC testimony, and similarly compelling testimony from other concerned parties (Hearing on Y2K
The irony is that it was precisely the hand-wringing exercise and Y2K mitigation that made sure that nothing happened. Today, successful security is in a very similar situation; if it works, nobody notices.
**lessons learned**

What can we learn from this Y2K experience? I think there are three broad lessons regarding regulation that we should consider when thinking through how to regulate information security: the SEC’s role, congress’ role, and the overall approach to regulating technology.

**Lesson 1: The SEC is an effective change agent**

Y2K demonstrated that SEC information-disclosure guidelines and regulations are a surefire way to get corporate America to sit up and pay attention. The Sarbanes-Oxley Act hammers this point home. It is little wonder that DHS Secretary Ridge is focusing some of his attention on convincing the SEC to consider rules regarding information-security preparedness. It is also little wonder that the (activist) SEC is listening.

Today, our business successes rely much more intimately on our information systems’ integrity and security than ever before. As information system failures often are the root cause of significant business disruptions and revenue losses, you would expect that the SEC would look to increase our information systems’ reliability and security regardless of national security implications.

Because the SEC was so successful at affecting Y2K change—beginning somewhat subtly and ending with a hammer—we’re likely to see that happen again. The SEC makes a good corporate change agent.

**Lesson 2: Congress is an enabler, not a regulator**

Congress should work to clear hurdles for businesses to share information and work together instead of mandating specific types of security regulation. We must manage disclosure problems carefully—especially those involving privacy. Congress should not create laws that dictate specific measures, especially when we consider what current laws actually say about “digital signatures,” terms with murky definitions.

Laws are not flexible enough to shift and change as needed by a rapidly changing and advancing industry like IT. We should welcome legislation that lets companies share security vulnerability data and best practices. (Although a controversial opinion, I believe that any law that reduces liability associated with security breaches when certain acceptable standards are met might help our industry tremendously.)

**Lesson 3: Regulation doesn’t have to be all or nothing**

Rather than developing formal, structured regulations around Y2K, the SEC’s approach of starting with simple guidance that ratcheted up as necessary over time was particularly effective. We should adopt this approach.

Of course, information security is a much more difficult problem than Y2K. This is not a simple software bug to be fixed with static analysis and some Cobol patches. We need to start any government involvement slowly and as simply as possible. I suggest that the government would be wise to leverage industry efforts to define and abide by security best practices. Subtle economic incentives, such as working with the insurance industry to reduce premiums if adequate security measures are in place, are excellent market drivers.

The notion of directed tax breaks to reinforce a positive security direction also might help.

**Holding our collective breath**

When an impending problem can cause significant economic damage or harm to the homeland, some form of regulation will happen, so it looks like we’re in for it. It is up to us to think through this issue carefully, and ensure that any regulatory move does more good than harm. Our best strategy is to engage the government now, teaching it the subtleties of the problem and making suggestions that can only serve to help us all.
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